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ABSTRACT

We present a structure-finding algorithm designed to identify galaxy groups in photometric-redshift data sets:
the probability friends-of-friends (pFoF) algorithm. This algorithm is derived by combining the FoF algorithm in
the transverse direction and the photometric-redshift probability densities in the radial dimension. The innovative
characteristic of our group-finding algorithm is the improvement of redshift estimation via the constraints given
by the transversely connected galaxies in a group, based on the assumption that all galaxies in a group have the
same redshift. Tests using the Virgo Consortium Millennium Simulation mock catalogs allow us to show that the
recovery rate of the pFoF algorithm is larger than 80% for mock groups of at least 2 × 1013 M�, while the false
detection rate is about 10% for pFoF groups containing around at least eight net members. Applying the algorithm to
the Canadian Network for Observational Cosmology Survey group catalogs gives results which are consistent with
the mock catalog tests. From all these results, we conclude that our group-finding algorithm offers an effective yet
simple way to identify galaxy groups in photometric-redshift catalogs.
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1. INTRODUCTION

Galaxy groups are sites where local galaxy number density
is relatively higher than the field. The majority (∼60%) of
galaxies lies in groups (e.g., Eke et al. 2004; Berlind et al.
2006; Tago et al. 2006), so that galaxy groups provide an
excellent location to study the effect of local environment on
galaxy formation and evolution. Unlike galaxy clusters, galaxy
groups, especially those at high redshift, are not easy to detect
because of their smaller size and the significantly lower hot
gas density. The current published galaxy group catalogs are
constructed on the basis of large-scale galaxy redshift surveys
using automated group-finding schemes. The techniques include
the popular friends-of-friends (FoF) algorithm (e.g., Geller &
Huchra 1983; Merchán & Zandivarez 2005; Eke et al. 2004)
and the Voronoi partition technique (e.g., Gerke et al. 2005).
Most of these catalogs list galaxy groups either in the nearby
universe (z < 0.1) or over a small sky area. Galaxy groups of
large sample sizes in intermediate and higher redshift space still
remain largely unexplored.

Up to now, most structure-finding techniques use spectro-
scopic redshift or simulated catalogs, both containing accurate
three-dimensional position information. With the development
of the photometric-redshift method, the approximate redshifts of
all galaxies in a photometric multi-band survey can be obtained
without the time-consuming spectroscopic measurements. The
photometric-redshift method involves either SED (spectral en-
ergy distribution) fitting (e.g., Bolzonella et al. 2000; Chen
et al. 2003; Mobasher et al. 2004; Weinstein et al. 2004;
Budavári et al. 2005; Brodwin et al. 2006) or the use of a spectral
“training set” to compute the photometric redshift via an empiri-
cal polynomial of galaxy colors and magnitudes (e.g., Connolly
et al. 1995; Hsieh et al. 2005). Since the redshifts are derived
from broadband galaxy colors rather than from spectra, the
photometric-redshift method can estimate the redshift of objects
which are too faint for spectroscopy. On the other hand, photo-
metric redshifts have larger uncertainties by a factor of 50–100
than those measured from spectroscopy. Due to the less accurate

distance information in photometric-redshift catalogs, the main
problem of structure finding is the blurring of configurations
in redshift space, producing unrealistic or elongated structures
caused by the large photometric-redshift uncertainties (Botzler
et al. 2004). Even with excellent photometric-redshift estima-
tion (σz ∼ 0.03), the structures on the small scale will still be
largely smeared out. Furthermore, projection effects make the
subtraction of foreground and background galaxy contamina-
tion important in analyzing structures found using photometric
redshift.

In order to overcome some of these problems, we propose
here a method of finding galaxy groups in photometric-redshift
catalogs. The knowledge of galaxy photometric-redshift uncer-
tainty or probability density is required for this method. This
group-finding methodology is based on the idea of the standard
FoF algorithm in the transverse direction, but takes into account
the photometric-redshift probability density to determine the
friendship in the radial direction. We describe the photometric-
redshift technique and the error estimation for individual galax-
ies in Section 2, and present our photometric sample selection
criteria in Section 3. The group-finding parameters and the al-
gorithm are detailed in Sections 4 and 5. The basic properties
of galaxy groups are quantified in Section 6. This algorithm
is tested in Section 7 using mock catalogs constructed from
the Virgo Consortium Millennium Simulation (Springel et al.
2005), and applied to the real observed groups in the Cana-
dian Network for Observational Cosmology Survey (CNOC2;
Yee et al. 2000) in Section 8. Finally, we present a summary in
Section 9. The analyses of galaxy group samples from a num-
ber of surveys will be presented in future papers. We adopt the
standard cosmological parameters of H0 = 70 km s−1 Mpc−1,
Ωm = 0.3, and ΩΛ = 0.7.

2. EMPIRICAL PHOTOMETRIC REDSHIFT

2.1. Training Set

We estimate photometric redshift using the empirical fitting
technique (e.g., Connolly et al. 1995; Hsieh et al. 2005).
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We express the galaxy redshift as a quadratic polynomial in
magnitudes and colors:

zi = a0 +
∑

aimi +
∑

aij (mi − mj )2, (1)

where mi and mj are the passband magnitudes and a0, ai ,
and aij are the constant term and the coefficients associated
with the magnitudes and colors, respectively. The coefficients
in Equation (1) can be derived by fitting a training set, a
catalog which contains both galaxy redshift and photometry
information.

Our training set is constructed using data from the Red-
Sequence Cluster Survey (RCS; Gladders & Yee 2005) in four
CNOC2 survey patches (Yee et al. 2000) and the GOODS/HDF-
N field (Giavalisco et al. 2004).

The RCS was designed to find galaxy clusters at 0.4 <
z < 1.4 using the cluster red-sequence method with Rc and
z′ filters. It includes 22 widely separated patches covering a
total area of 90 deg2, observed with the CFHT 12K camera
for the Northern Hemisphere and the CTIO 4m MOSAIC II
camera for the Southern Sky. The RCS follow-up covers 33.6
deg2 (corresponding to about 75% of the CFHT RCS fields)
observed with the 12k camera in B and V . The photometry was
carried out using the Picture Process Package (PPP) (Yee 1991;
Yee et al. 1996) and internally calibrated using star colors and
galaxy counts. It has also been cross-checked with star colors
and counts from Sloan Digital Sky Survey (SDSS) Data Release
3 (DR3; Abazajian et al. 2005). The RCS follow-up sample is
100% complete to Rc ∼ 24.2. Further details on the data and on
the photometric reduction can be found in Hsieh et al. (2005).
The CNOC2 survey covers over 1.5 deg2 of sky with a total
sample of ∼6200 galaxies (up to z ∼ 0.55) with Rc � 22.0;
1727 of these galaxies overlap with the RCS sample.

The GOODS HDF-N field allowed us to extend our training
set sample to larger redshifts. The GOODS is a survey based on
multi-band imaging data obtained with the Advanced Camera
for Surveys (ACS) on the Hubble Space Telescope (HST). It
covers two fields, HDF-N and CDF-S, with a total area of about
320 arcmin2, a 5σ limiting magnitude in the R passband (on
the AB system) of 26.6, and a redshift ranging from 0.5 to 1.5.
We have used publicly available BV Rz′ photometry (Capak
et al. 2004) and spectroscopic redshift (Wirth et al. 2004; Cowie
et al. 2004) for 2661 galaxies in the HDF-N field. To match the
RCS zero point, the GOODS magnitudes have been corrected
following Hsieh et al. (2005). As a whole, our training set
contains 3988 galaxies observed in BV Rcz

′ up to z ∼ 1.4.
The photometry uncertainties in each passband are ∆B ∼ 0.04,
∆V ∼ 0.04, ∆Rc ∼ 0.02, and ∆z′ ∼ 0.04. Further details on the
properties of this training sample can be found in Hsieh et al.
(2005).

2.2. Photometric-Redshift Estimation and Associated Error

To minimize the dispersion between photometric and spec-
troscopic redshifts, we separate the training set galaxies into
19 color–magnitude cells in the observed frame (Figure 1) to
differentiate roughly different types of galaxies and different
redshifts, because galaxies at high redshift tend to be fainter and
redder. To create these cells, we first sort the training set galax-
ies by magnitude and color, so that each cell is created starting
from the region where bright and red galaxies are on the ob-
served color–magnitude diagram. We use slopes of −0.084 and
−0.60 for the two sets of parallel lines to create the cells. The
slope of −0.084 is chosen based on the red sequence slope at

z ∼ 0.4 in B − Rc, and the other slope is determined according
to the galaxy distribution for different redshift bins on the color–
magnitude diagram. We let each cell grow by ∆(B − Rc) = 0.1
and ∆Rc = 0.1 in each step until it contains at least 160 training
set galaxies. Galaxies are distributed into the cells according to
their colors and magnitudes. The coefficients of Equation (1) are
obtained by a linear regression method in each color–magnitude
cell using the training set galaxies. These coefficients are then
applied to those galaxies in the same color–magnitude cell to
estimate their redshifts.

We adopt the method in Hsieh et al. (2005) to estimate
photometric-redshift uncertainties. To estimate the photometric-
redshift uncertainties due to fitting, we bootstrap the training set
galaxies in each color–magnitude cell 300 times with the as-
sumption of perfect photometry for each galaxy. On the other
hand, to evaluate the contribution from photometric uncertain-
ties, we use a Monte Carlo method to simulate galaxy magni-
tudes in each passband for 300 draws with Gaussian photometry
uncertainties assumed. With these 300 × 300 realizations, we
build the photometric-redshift probability density of each galaxy
and take the rms. dispersion as the photometric-redshift uncer-
tainty for the galaxy. The photometric redshift of each galaxy is
the median value of these 300 × 300 executions.

To investigate how well the empirical photometric-redshift
uncertainties resemble the true ones, we define the empirical
photometric-redshift uncertainty σemp as the median empirical
photometric-redshift uncertainties of the training set galaxies
in a color–magnitude cell. We compute the dispersion between
photometric and spectroscopic redshifts in the same cell and
take it as the true uncertainty, denoted as σtrue. We find that
there is a linear correlation between σemp and σtrue, but not
of unity slope. Therefore, we scale the empirical photometric-
redshift uncertainties and the probability densities by a factor of
σtrue/σemp in each color–magnitude cell.

We drop one of every ten galaxies in our training set (398
galaxies in total) and we estimate the redshift of these galaxies
using the remaining training set galaxies (3590 galaxies in
total), so that these two sets are independent, ensuring an
unbiased estimation of the performance of our photometric-
redshift technique. The comparison of photometric redshift
and spectroscopic redshift for this subset is illustrated in
Figure 2. The dispersion of ∆z = zphot − zspec is ∼0.060 for
these 398 galaxies using BVRcz

′ photometry for 0 � zspec <
1. The photometric-redshift uncertainties computed using the
technique described above are shown in Figure 3 as functions
of galaxy magnitude and color. We note that the computed
photometric-redshift uncertainties increase for fainter and bluer
galaxies. We also apply the solutions to all the galaxies in
the training set and find that redshift uncertainties increase for
galaxies at higher redshift, with ∆z ∼ 0.060 and ∼0.134, for
galaxies at 0.3 � z < 0.6 and 0.6 � z < 0.9, respectively.

3. THE COMPLETENESS WEIGHT

Even though the photometric-redshift technique can be used
to estimate a redshift for a large number of galaxies econom-
ically, the method may fail for extremely faint galaxies and
galaxies with unreliable redshift. Thus, these galaxies should
be excluded from the sample. Galaxy counts must be corrected
to account for such rejections. The selection of galaxies in a
photometric-redshift catalog can be based on (1) photometric-
redshift ranges which allow the 4000 Å break to be within one
of the pass bands, and (2) the total probability within a desired
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Figure 1. The training set galaxies are classified into 19 color–magnitude
cells in our empirical photometric fitting method. The slopes for the two sets
of parallel lines are −0.084 and −0.60 to mimic the rough differentiation of
different types of galaxies at various redshifts.

redshift range to ensure the quality of photometric-redshift mea-
surement.

We set the redshift range to be 0.02 � z < 1.4, where
the upper photometric-redshift limit is due to the passband
wavelength coverage for the 4000 Å break in our training set.
We also select galaxies whose total probability within 3σzcut of
its central photometric redshift is greater than 99.7%, where σzcut

is set as σzcut = 0.2(1 + z).
As we select whether an object is in the sample or not, a com-

pleteness correction weight wi is assigned to each galaxy. Since
we find that both red and blue galaxies have similar complete-
ness correction weights, the completeness factor is estimated
using the ratio of the total galaxy number within ∆mRc

= 0.1

magnitude bin to the total galaxy number satisfying our selec-
tion in the same magnitude bin. In general, this completeness
weight becomes larger for fainter galaxies. Therefore, we set a
nominal apparent magnitude cutoff based on where wi = 2 to
avoid galaxies of high weights, if this apparent magnitude cutoff
is brighter than the limiting magnitude of the sample.

4. PARAMETERS FOR THE FRIENDSHIP

We develop a group-finding algorithm using photometric
redshift. We follow the idea of the well-known FoF algorithm
in angular separation; however, we consider the conditional
photometric-redshift probability in the redshift direction.

4.1. The 2D Linking Length, D0

The standard FoF algorithm (Geller & Huchra 1983) identifies
over-dense regions by looking for galaxies closer to one another
than a given cutoff separation. A group forms from a seed galaxy.
Galaxies satisfying the linking criterion to this seed galaxy are
linked together. A galaxy group is defined by the chains of
such finding procedures using every linked galaxy as a new
seed. We adopt this linking idea in our algorithm to search
for group members in the transverse direction. Given a fixed
2D reference linking length D0xy at z = 0, the linking length
used to unite galaxies should be scaled as D0xy/(1 + z) for
the sake of forming groups of similar over-density. However,
in an apparent-magnitude-limited survey, criteria based on the
distance between galaxies have to consider the variation of the
mean galaxy separation with redshift (Marinoni et al. 2002; Eke
et al. 2004). The apparent magnitude cutoff of a survey causes

Figure 2. The comparison between spectroscopic and photometric redshifts for 398 galaxies in BV Rz′ trained by 3590 training set galaxies quadratically. The
dispersion in redshift difference is ∼0.060 at 0 � z < 1.

Figure 3. Left: the empirical photometric-redshift uncertainties as a function of magnitude for the 398 control test galaxies. The filled circles represent red galaxies
(B −Rc � 1.8) and open ones symbolize blue galaxies (B −Rc < 1.8). Right: similar to the left but as a function of B −Rc color. Filled circles are for bright galaxies
(Rc < 21.5) and open circles represent faint galaxies (Rc � 21.5).
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sparser galaxy number density at higher redshift. In order to
form galaxy groups of similar over-density regions throughout
the survey, the linking length should take into account the
varying absolute magnitude cutoffs at different redshifts. We
take the standard Schechter luminosity function, φ

(
MRc

)
, with

a luminosity evolution approximated as MRc
(z) = MRc

(0)−zQ,
where Q = 1.24 for red galaxies and Q = 0.11 for blue galaxies
(Lin et al. 1999). We adopt M∗

Rc
= −21.41 and the faint end

slope α = −1.20 (Kodama & Arimoto 1997). The linking length
is scaled as

D0 ∝ R1/2
w ,

where

Rw =
(∫ Mcut

−∞ Φ
(
MRc

)
dMRc∫ Mlim

−∞ Φ
(
MRc

)
dMRc

)
. (2)

In Equation (2), Mcut is the desired absolute magnitude depth
and Mlim is the absolute magnitude limit corresponding to the
apparent magnitude limit of the survey. This scaling factor Rw

is unity if Mcut < Mlim.

We increase the linking length by
√∑N

i wi/N to conserve the
local galaxy number density due to the removal of unreliable
galaxies, where N is the total number of galaxies joined into
a group and wi is the completeness weight (described in
Section 3) of each linked galaxy.

In practice, our linking length used to search for connected
galaxies in the transverse direction is expressed as

D0 =
√

Rw

∑N
i wi

N

D0xy

1 + z
. (3)

4.2. The Redshift Friendship Criterion, Pratio,crit

In the ideal situation where there is no uncertainty in the
redshift, the occurrence of a galaxy or group at its redshift is a δ
function. From a statistical viewpoint, the occurrence of an event
in photometric-redshift space for each galaxy is independent
in the sense that the photometric redshift of each galaxy is
estimated by applying a set of solutions from an empirical
method. Given that galaxy A, galaxy B , . . . , and galaxy n with
photometric-redshift probability density PA(z),PB(z) , . . . , and
Pn(z) form a group in redshift, the group redshift density is the
likelihood for all these n members to occur at the same redshift:

Pgroup(z) = PA(z)PB(z) · · · Pn(z).

Therefore, the main idea of our group-finding algorithm is to
narrow down the photometric-redshift uncertainty of a group by
way of joining new galaxy members, because the group redshift
is where all members in the same group may occur.

Whether a galaxy is in the same redshift space as another
galaxy is determined by the overlapping probability based
on their photometric-redshift probability densities. We use a
probability ratio, Pratio, as the criterion to set the membership
in redshift. Pratio for galaxy i with respect to the group redshift
density is defined as

Pratio =
∫ ∞

0 Pi(z)Pgroup(z) dz

maxP
.

The numerator is the total probability density for galaxies to
occur at the same redshift. The denominator is the maximum

value of the numerator, which occurs when all the galaxies are
at the same redshift. To clarify the Pratio concept we assume two
galaxies with Gaussian photometric-redshift probability density
Pz1,σ1 (z) and Pz2,σ2 (z), where z1 and z2 are the photometric red-
shifts for these two galaxies and σ1 and σ2 are the uncertainties.
The total probability for the galaxies to occur at the same redshift
is

P =
∫ ∞

0
Pz1,σ1 (z′)Pz2,σ2 (z′) dz′.

The maximum total probability, max P, occurs when z1 = z2.
We limit these two galaxies so that they must have z1 and z2

separated by less than σ1 + σ2. Based on this qualification of
friendship, the extreme case is when z2 is σ1 + σ2 apart from
z1. It is worth noting that the total probability is immaterial as
the friendship guideline, for the reason that this total probability
depends on the standard deviations of the two photometric-
redshift probability density functions. We find that Pratio ranges
from ∼0.37 for two Gaussian probability densities of σ1 = σ2
and |z2−z1| = σ1+σ2, to ∼0.50 when one of σ is small relative to
the other. We set a criterion, Pratio,crit, as the friendship criterion
in redshift. For any galaxies to be joined together, they must
have their Pratio � Pratio,crit.

5. THE PROBABILITY FoF ALGORITHM
5.1. The Algorithm

The algorithm starts with a seed galaxy, and treats every
galaxy in the sample as a seed. Steps to form a group are as
follows.
Step 1. The seed galaxy

A 2D linking length is calculated based on this seed
galaxy’s photometric redshift and completeness weight
(Equation (3)).

Galaxies within this length from the seed are searched in
the transverse direction.

Among those galaxies encircled by the linking length, a
galaxy is chosen as the seed’s companion which have the
maximum Pratio relative to the seed galaxy and satisfies the
condition Pratio � Pratio,crit.

Step 2. The proto-group

The seed and its companion form a proto-group.

Calculate the photometric-redshift probability density
Pgroup(z) for the proto-group.

Assign the peak of Pgroup(z) as the redshift of this proto-
group.

Re-calculate the linking length and absolute magnitudes
for these two galaxies based on the assigned proto-group
redshift.

Re-verify the membership of the companion by checking
that:

(1) the companion is still enclosed by the updated linking
length;

(2) the companion still has the maximum Pratio to the seed;
and

(3) the revised absolute magnitudes for both the seed
and the companion still satisfy the sample depth M

k,e
Rc,cut

criterion.

A proto-group is confirmed if the membership is verified.



No. 3, 2008 THE pFoF ALGORITHM 813

Step 3. The primary group

Examine other galaxies located within the linking length to
the seed galaxy using the redshift and linking length based
on the proto-group.

From these remaining galaxies, a new member is chosen
which satisfies the Pratio � Pratio,crit condition, and also
has the highest Pratio to the group photometric-redshift
probability density.

Re-calculate the group photometric-redshift probability
density and the linking length with the new member
included.

Re-compute the absolute magnitude of each linked galaxies
using the updated group redshift.

Re-check the membership of all connected galaxies by the
D0 and M

k,e
Rc,cut criteria.

Repeat the procedure until all the galaxies enclosed by the
seed galaxy’s linking length have been examined.

A primary group is formed.

Step 4. The FoF

A new member is selected using a procedure similar to Step
1 in choosing the companion, but applied to galaxies within
the linking length of any members in this primary group.

Repeat the process for all members of the primary group
until there are no more additional galaxies linked or
rejected.

A “mini-group” is formed. The prefix “mini-” refers to the
group associated with each seed galaxy.

Step 5. The mini-groups

Steps 1–4 are carried out for all galaxies. Since each galaxy
in our sample is considered as a seed galaxy, each galaxy
has its own mini-group.

Step 6. Unifying mini-groups

The procedure of unifying mini-groups is necessary since
a galaxy may be a member of many mini-groups. The
unifying principles are similar to those used to form mini-
groups; that is, mini-groups must have some common
members and satisfy a Pratio,crit threshold in order for them
to merge into a more massive group. Terminologically, we
refer to the mini-group formed using seed galaxy X as
“mini-group X.” We detail the procedures below, with mini-
group A having N − 1 other members Xi , where i = 1 to
N − 1.

If the photometric-redshift probability density of mini-
group Xi satisfies the Pratio,crit criterion with respect to that
of mini-group A, all members of mini-group Xi are added
to the member list of mini-group A; otherwise, galaxy Xi

will be removed from the member list of mini-group A. The
addition and removal of galaxies from mini-group A takes
place only after all mini-groups Xi have been checked.

Since the process of merging or removal will affect the
redshift probability density of mini-group A and hence
may fragment the mini-group, the following criteria must
all be satisfied individually for a surviving member Xi and
its mini-group members after the merging process above:

(1) the member satisfies Pratio,crit to the updated mini-group
A probability density;

(2) the member has at least one member of mini-group A
within the linking length; and

(3) the member is still brighter than M
k,e
Rc,cut at the updated

group redshift.

In some circumstances, an original member of a mini-group
may have already been flagged as belonging to other merged
group(s). For instance, the member list of mini-group A is mini-
group A = A, n2, n3, n4, . . . ,n8, n9, where n2, n3, n4 also
belong to “grp 1,” while n6 and n7 are members of “grp 2.”
The subsequent classification of mini-group A’s members may
belong to one of the following cases.

(1) If all mini-group A’s members have their Pratio satisfying
the Pratio,crit criterion to all overlapping groups (i.e., “grp
1” and “grp 2”), the member lists of mini-group A and
the overlapping groups are merged together and all these
groups share the same group ID. In other words, mini-
group A has the role as being a “bridge” in connecting
these overlapping merged groups.

(2) If some of the mini-group A’s members have Pratio �
Pratio,crit to an overlapping group (e.g., “grp 1”) and some
other mini-group A’s members satisfy the Pratio,crit criterion
to another overlapping group (e.g., “grp 2”), the member
list of mini-group A is delisted and all its members are
classified into these overlapping groups. For the situation
that some of the mini-group A’s members satisfy the
Pratio,crit criterion to more than one overlapping groups,
these members are classified into the overlapping group of
the best Pratio.

After every mini-group has been examined, a final group catalog
is established.

5.2. Discussion

We name our group-finding algorithm “probability FoF”
(pFoF) for its two main characteristics of group redshift prob-
ability density and the FoF 2D linking. The main feature in
our group-finding procedure is the dynamic linking. The group
redshift probability density and the linking length keep being
refined through the entire process and are used to re-check all
connected galaxies in this group. Some interesting points are as
follows.

(a) The normalized group redshift probability density is
reconstructed every time when a galaxy joins to or is
rejected from this group as

Pgroup(z) = P1(z)P2(z) · · · Pn(z)∫
P1(z′)P2(z′) · · · Pn(z′) dz′ .

(b) The use of the above group redshift probability density
in calculating Pratio for a new galaxy can be interpreted as
the probability for this new galaxy to be in this group, given
N members at the same redshift.

(c) The absolute magnitude of the connected members
are re-computed, and the members are re-checked using
the updated linking length every time when any galaxy is
connected or rejected.

(d) Algorithmically, a single galaxy is considered as a group
as well. In subsequent analysis, we set a minimum of five
galaxies in a group to exclude groups with too few galaxies,
so that group redshift can be well confined by its members.
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One different approach in applying this “photometric-redshift
probability density” idea in group finding, in place of mini-
groups and the unifying procedure, is to continue Step 4 until
no more new members are linked. However, we find that this
alternative group-finding procedure may break a massive group
(usually, a galaxy cluster) into several pieces in redshift space,
especially in the region where the galaxy number density is ex-
tremely high, such as the core of a cluster. This happens because
the formation of a massive galaxy aggregation has confined the
group redshift to be in a narrow redshift space, and gives no
flexibility for other galaxies of sufficiently different photomet-
ric redshifts to join in. These “other galaxies” are usually the
outliers in the comparison of the photometric and spectroscopic
redshifts for individual galaxies. The idea of unifying mini-
groups reduces the degree of the splitting of massive galaxy
aggregations, but this still cannot be absolutely avoided unless
higher accuracy photometric-redshift measurements are avail-
able.

In carrying out the group finding, we sort the sample galaxies
by their peak values of the photometric-redshift probability
densities. The role of galaxy orders mainly lies in the steps
of unifying “mini-groups,” where the existing “mini-groups”
(or merged ones) are used to combine with more “mini-groups”
with lower ranks. Using mock catalogs (see Section 7), we have
tested the effect of the ordering of the seed galaxies and found
that it has negligible influence on the results. We still decide
to sort our catalogs by the peak values of the photometric-
redshift probability, so that each final group grows from the
“mini-groups” of seed galaxies with the best quality.

6. THE pFoF GROUP PROPERTIES

6.1. Group Richness

We use Ngz to denote the number of linked galaxies. The
group richness, Ngal, is indicated by the total completeness
weight wi for galaxies in the group with background galaxy
counts subtracted:

Ngal = Rw

Ngz∑
i

wi − AgrpΣgrp,bg,

where Agrp is the group area and Σgrp,bg is the contaminating
background galaxy surface density within the group. These
two quantities are estimated from the data as described in the
following two subsections. In other words, Ngal is the net number
of members in a pFoF group. We select pFoF groups which
contain at least five physically linked galaxies (i.e., Ngz � 5) so
that the group redshift can be well restricted by the members.

6.2. Background Galaxy Density in Galaxy Groups

The background galaxy surface density is estimated from
the complete photometric-redshift catalogs; in our case, the
RCS1 CFHT patches (Hsieh et al. 2005). We apply the same
cutoffs both in magnitude and photometric redshift as our galaxy
sample selection. The completeness weight for each galaxy is
considered as well. We then calculate the number of background
galaxies per Mpc2 in photometric-redshift bins of 0.01, and
express it as Σbg(z). This Σbg(z) has taken the scaling factor Rw

(Equation (2)) into consideration.
The pFoF algorithm allows us to constrain group redshift

within ∆zgrp < 0.02 although photometric-redshift uncertainties
of member galaxies can be as large as σemp ∼ 0.070. Therefore,
to estimate the background galaxy contamination within a

galaxy group, we should consider the photometric-redshift
space within which all members of a group may occur, i.e.,
the likelihood. Accordingly, to form the likelihood, we sum
the photometric-redshift probability densities of all members
and normalize the peak of this summed photometric-redshift
distribution to unity, denoted as L(z). The background galaxy
density for this group is estimated using this photometric-
redshift likelihood as

Σgrp,bg =
∫ ∞

0
L(z)Σbg(z) dz, (4)

where L(z) has broader wings and wider width than Pgroup(z).
The estimation of Σgrp,bg is underestimated if Pgroup(z) is used
instead in Equation (4). This is because L(z) represents the
redshift that a galaxy in a group could have if we drew it from
that group.

6.3. Projected Group Area

Geometrically, the mean separation among N galaxies uni-
formly distributed over an area A is

〈s〉 =
√

A/N.

If we assign each galaxy a circular area of radius r , we should
expect the total area of these circles centered at individual
galaxies to be the same as the total area A, i.e.:

Nπ(k〈s〉)2 = A,

where r = k〈s〉. Consequently,

k = 1

〈s〉
√

A/N = 1√
π

.

We calculate the projected group area using an empirical
method. Each member in a group is assigned a radius r =
〈s〉/√π , where 〈s〉 is computed as 1/

√
Σgrp,bg. We then draw

a rectangular box of the area Areg with the length and width
enclosing the R.A. and decl. range of the circles centered at
each group member. N random uniformly distributed points are
cast over this rectangular box. By counting the numbers (Nin)
of these N points within the distance r to any group member,
the projected group area is computed as

A′
grp = Nin

N
Areg.

Consequently, the estimated background galaxy number in a
pFoF group is calculated as N ′

bg = A′
grpΣgrp,bg. However,

since galaxies are not distributed uniformly, this background
estimation must be considered as a lower limit. Tests performed
on mock catalogs allow us to cross-check the true and computed
contaminating background galaxy counts within a galaxy group.
From these tests, we find that the computed background galaxy
counts in a pFoF group are correlated with the true number
of contaminating galaxies, but not with a unity slope (see
Section 7.2.1). Hence, equivalently, we can apply an empirical
correction to the projected group area to obtain an effective area,
so that the background galaxy counts are properly estimated:

Agrp = 1.634
Nin

N
Areg − 2.505

Σgrp,bg
, (5)

based on the results from simulated catalogs. We note that the
empirical corrections are similar (within 10%) for a variety of
linking criteria and sample selections.
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7. TESTING THE pFoF ALGORITHM ON MOCK
CATALOGS

7.1. Mock Catalogs

To assess the quality of the pFoF algorithm, we perform tests
using mock catalogs which have been obtained by the Virgo
Consortium Millennium Simulation (Springel et al. 2005) using
semi-analytical modeling of galaxy evolution by Croton et al.
(2006). Groups in the simulation are identified by a FoF group-
finder with a linking length of 0.2 of the mean particle separation
(Croton et al. 2006). We prune off those FoF halos which contain
only one or two galaxies, and define galaxies in these poor FoF
halos as field galaxies.

Our mock catalogs contain ∼800,000 galaxies in BRI
magnitudes with RAB < 26.0 with redshifts extending from
0 to 1.4 in a total of 5.0 deg2 of sky area from five cones. For the
purpose of testing our algorithm, we convert the photometry
in the mock catalogs to the Vega system, and set a cutoff
as mRc

< 22.5 to mimic a flux-limited sample. With this
apparent magnitude cutoff, the sample becomes incomplete at
M

k,e
Rc,cut = M∗

Rc
+ 2.0 at zcut = 0.412. To simulate photometric

redshift for the total of 177,344 galaxies in our mock sample,
we take the following steps.

We construct photometric-redshift functions using our train-
ing set galaxies in each spectroscopic-redshift bin with size of
0.05. The histogram of the computed photometric redshifts of
these galaxies in each bin is normalized to have an area of unity,
which forms the photometric-redshift distribution function for
that redshift bin.

The photometric-redshift distribution functions are then
used to draw a photometric redshift for each galaxy in the
mock sample in the corresponding redshift bin, so that any
offset between photometric and spectroscopic redshifts in
the real observational samples can be mimicked. The use
of the photometric-redshift distribution function derived from
the actual sample also ensures that the dispersion between the
simulated photometric and true redshifts increases toward higher
redshifts.

Each galaxy in the mock sample is then tagged with a
photometric-redshift probability density centered at its sim-
ulated photometric redshift. The tagged photometric-redshift
probability density is based on that associated with a train-
ing set galaxy of similar color and magnitude. This enables
us to obtain reasonable dependence of photometric-redshift
probability density on galaxy color and magnitude, so that the
distributions of photometric-redshift uncertainties for galaxies
in the mock sample are similar to those of our training set
galaxies.

The dispersion between the simulated photometric redshift
and actual galaxy redshift for galaxies in the mock sample is
∼0.061 at 0.3 � zmock < 0.6, and ∼0.122 at 0.6 � zmock < 0.9
(compared with 0.060 and 0.134 in our real data set).

After the simulated photometric redshifts are obtained, we
carry out the sample selection criteria for those galaxies in the
mock sample. The completeness factor wi is computed and
assigned to each galaxy satisfying the selection. We find that
wi ∼ 1.29 at mRc

= 22.5. We also select galaxies in the mock
catalogs brighter than M∗

Rc
+ 2 after applying approximate k-

and evolution corrections. A total of 72,954 galaxies are in our
final selected mock sample, and the median wi is ∼1.09. We
refer to this simulated photometric-redshift sample resembling
our real data as the “zsimulated” sample.

7.2. Test Results

We apply our pFoF group-finding algorithm to the mock
photometric-redshift sample with fiducial parameters Pratio,crit =
0.37 and D0xy = 0.25 Mpc. We use the mock photometric-
redshift sample itself as the control field for background sub-
traction.

7.2.1. Contaminating Background Galaxies

Background galaxy contamination correction is essential for
any work using photometric redshifts. The photometric-redshift
technique can be an effective tool in scientific analysis, if
the estimated and true background galaxy contaminations are
comparable to each other. For each pFoF group, we estimate
the numbers of background galaxies as N ′

bg = A′
grpΣgrp,bg

as described in Section 6. In the use of mock catalogs, we
can count the actual contaminating galaxies; i.e., Nbg,actual,
galaxies contributed by the field, or other halos, or both. By
comparing N ′

bg and Nbg,actual in each true pFoF group, we find
that N ′

bg tends to be underestimated when Nbg,actual is large
and the trend can be approximated using a linear relation as
Nbg,actual = 1.634 × N ′

bg − 2.505. We therefore apply the
linear relation to correct N ′

bg by adjusting the group area
A′

grp (Equation (5)). We use Nbg to denote the number of
the estimated background galaxies with the linear correction
applied.

7.2.2. Test 1: The Recovery Rate

To test the performance of our pFoF algorithm, we first
investigate the group recovery rate of the mock sample. We apply
our pFoF group-finding algorithm to the mock zsimulated sample
with Pratio,crit = 0.37 and D0xy = 0.25 Mpc. The mock groups
which have at least three members brighter than our sample
magnitude cutoffs (i.e., mRc

< 22.5 and M
k,e
Rc

< M∗
Rc

+ 2.0) are
selected as the reference groups, with a total number of 705 at
z < zcut.

We use the following matching procedure. Since every galaxy
has a pFoF group ID in the output files of the pFoF algorithm,
we classify each member of a mock reference group by its
pFoF group ID. The members of a given mock group may
belong to different pFoF groups. We define the pFoF group
which matches the mock group as the one that contains the
largest number of members of the mock group and also satisfies
Ngal � 3 and Ngz � 5. Each pFoF group is allowed to
match with only one reference mock group. If there is more
than one reference mock group recovered by the same pFoF
group, only one of these reference mock groups is classified as
“recovered.”

The results of the recovery test are presented in Figure 4.
The Y -axis in Figure 4 is the fraction of the recovered to
the total reference mock groups of halo mass greater than a
cutoff (i.e., the X-axis). The recovery rate increases when the
halo mass is larger. The pFoF algorithm recovers more than
80% of the reference mock groups of halo mass greater than
∼1.2 × 1013M�, and recovers all mock groups of halo mass
greater than ∼3.4 × 1013M�. The total number of reference
mock groups with mass larger than the two above-mentioned
limits are 147 and 41, respectively. The rms dispersion in redshift
between the recovered reference mock groups and the matched
pFoF groups is ∼0.044, and it is improved to ∼0.038 for groups
with halo mass greater than ∼3.4 × 1013 M�.
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Figure 4. The results of Test 1 using pFoF groups obtained with Pratio,crit = 0.37
and D0xy = 0.25 Mpc. The recovery rates as a function of mock group halo
mass are shown in the top panel. The three curves represent the results using
three different sample depths as indicated in the panel. The distribution of the
reference mock group halo mass with the M∗

Rc
+ 2.0 cutoff is shown as the

un-hatched histogram in the bottom panel, and the recovered reference groups
are presented as the hatched histogram.

7.2.3. Test 2: The Fractions of False Detections and
Serious Projections

To investigate the fraction of false pFoF groups, we examine
every member of a pFoF group to see in which mock halos they
are located. With Pratio,crit = 0.37 and D0xy = 0.25 Mpc, we
have a total of 1,019 pFoF groups as the reference, selected with
Ngal � 3, Ngz � 5, and zpFoF < zcut. A pFoF group is flagged
as “false detection” if either

(1) all its members are composed of field galaxies (i.e.,
galaxies in poor mock halos containing fewer than three
galaxies), or

(2) it contains fewer than three members from the mock
group with the largest matched members.

We present the results in the top panel of Figure 5. The Y -axis
is the fractions of false pFoF groups (over the total) with Ngal
greater than a cutoff (the X-axis). The fraction of false groups
decreases with increasing Ngal. The false detection rate is 30%
for pFoF groups of Ngal � 5.85, and is 10% when Ngal � 7.91.
There are 222 and 79 pFoF groups of Ngal greater than these
two richness cutoffs, respectively. We note that a pFoF group of
Ngal ∼ 8 corresponds to a halo mass ∼3.7 × 1013 M�. We find
the fraction of false groups increases toward higher redshift. In
these tests, all the false pFoF groups with Ngal � 8 are located
at z > 0.34.

A pFoF group may contain multiple mock groups if an
inappropriate Pratio or D0xy is used. To examine the fraction of
such pFoF groups, we flag a pFoF group as “serious projection”
if two or more mock groups contribute similar numbers of
galaxies to the pFoF membership. Using N1 and N2 to denote
the numbers of galaxies in a pFoF group from mock groups 1
and 2 and N1 � N2, this pFoF group will be flagged as “serious
projection” if N1/N2 < 1.5. The results are presented in the
bottom panel of Figure 5, where the Y -axis is the fractions of
“serious projection” to the total pFoF groups with Ngal greater
than a cutoff in the X-axis. The fractions of “serious projection”
are about 5% for all Ngal10 cutoffs below ∼10.

Figure 5. Top: the fractions of false pFoF groups as a function of group
richness for three different sample depths as indicated in the panels. Middle:
the fraction of pFoF groups flagged as “serious projection,” which are pFoF
groups containing members from multiple mock groups. Bottom: the unhatched
histogram is the richness distribution for the reference pFoF groups in the sample
of M∗

Rc
+ 2.0 depth. The number of false and “serious projection” pFoF groups

are presented as the hatched histograms.

7.2.4. Test 3: The Effect of Magnitude Limit

To test how sample depth affects the pFoF performance, we
repeat Tests 1 and 2 but with two additional different M

k,e
Rc,cut

cutoffs: M
k,e
Rc,cut = M∗

Rc
+ 1.0 and M

k,e
Rc,cut = M∗

Rc
+ 1.5. The

results are listed in Table 1 and overplotted in Figures 4 and 5
as the dashed and dotted curves.

The number of recovered mock groups increases with in-
creasing sample depth, but the fraction of false groups increases
as well when M

k,e
Rc,cut changes from M∗

Rc
+ 1.0 to M∗

Rc
+ 2.0. We

therefore conclude that samples with shallower depths miss a
larger portion of true groups, especially the poorer ones; go-
ing deeper into the luminosity function increases the identi-
fication of true galaxy groups with a higher, but still accept-
able, false detection rate. Based on these tests of different
M

k,e
Rc,cut cutoffs, we suggest that a sample should have a depth

of at least M∗
Rc

+ 1.5 in order to obtain better group-finding
results.

7.2.5. Test 4: The Linking Criteria

One of the critical issues in any group-finding algorithm
based on the FoF algorithm is the choice in the values of the
linking parameters. To probe how the linking criteria affect pFoF
membership, we repeat Tests 1 and 2 by changing the values of
Pratio,crit and D0xy . The results are listed in Table 1 and presented
in Figures 6–8.

The tests of different linking criteria show that there is a
dynamic relation between Pratio,crit and D0xy . The use of larger
linking lengths, while providing a better recovery rate, tends
to form more groups which are not truly physically related.
This higher recovery rate and larger fractions of false detection
and “serious projection” groups are also applicable to tests
using smaller Pratio,crit. Therefore, a set of Pratio,crit and D0xy

should be chosen which is a compromise between the recovery
and false detection rates. We adopt Pratio,crit = 0.37 and D0xy =
0.25 Mpc for further tests of our algorithm.

7.2.6. Test 5: Gaussian Probability Densities

We check the performance of the pFoF algorithm under
the assumption of Gaussian photometric-redshift probability
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Figure 6. The recovery rate (Test 1) for pFoF groups obtained using varying Pratio,crit and D0xy . The left panels plot the results for various D0xy for each fixed
Pratio,crit. The right panels show the results using fixed D0xy with varying Pratio,crit.

Figure 7. Left: the false detection rates (Test 2) using various D0xy with a fixed Pratio,crit. Right: the fractions of “serious projection” (Test 2) using the same set of
D0xy and Pratio,crit.

Table 1
Mock Test Results

Sample Pratio,crit D0xy
a M

k,e
Rc

Recovery Rate (%)b False Dection rate (%)c Serious Projection (%)d

zsimulated 0.37 0.25 M∗
Rc

+ 1.0 31 0 8
zsimulated 0.37 0.25 M∗

Rc
+ 1.5 67 0 5

zsimulated 0.37 0.25 M∗
Rc

+ 2.0 80 9 5
zsimulated 0.25 0.15 M∗

Rc
+ 2.0 65 0 3

zsimulated 0.25 0.20 M∗
Rc

+ 2.0 79 10 3
zsimulated 0.25 0.25 M∗

Rc
+ 2.0 80 16 8

zsimulated 0.25 0.30 M∗
Rc

+ 2.0 80 19 8
zsimulated 0.37 0.15 M∗

Rc
+ 2.0 61 0 5

zsimulated 0.37 0.20 M∗
Rc

+ 2.0 73 2 2
zsimulated 0.37 0.25 M∗

Rc
+ 2.0 80 9 5

zsimulated 0.37 0.30 M∗
Rc

+ 2.0 80 10 7
zsimulated 0.50 0.15 M∗

Rc
+ 2.0 55 5 1

zsimulated 0.50 0.20 M∗
Rc

+ 2.0 72 0 3
zsimulated 0.50 0.25 M∗

Rc
+ 2.0 76 2 2

zsimulated 0.50 0.30 M∗
Rc

+ 2.0 79 8 7
Gaussian 0.37 0.25 M∗

Rc
+ 2.0 82 9 13

zhalf 0.37 0.25 M∗
Rc

+ 2.0 80 0 3
z-mimic 0.37 0.25 M∗

Rc
+ 2.0 90 10 3

zhalf -mimic 0.37 0.25 M∗
Rc

+ 2.0 89 3 3

Notes.
a In Mpc.
b For mock groups of Mhalo � 1.2 × 1013 M�.
c For pFoF groups of Ngal � 8.
d For true pFoF groups on average.
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Figure 8. Same as Figure 7 but keeping D0xy fixed and varying Pratio,crit.

Figure 9. Left: the repeated Test 1 results (recovery rate) using the “zsimulated” and “Gaussian” samples (see Test 5 in Section 7.2). Right: the false detection rates
(top) and the fractions of the pFoF groups flagged as “serious projection” (bottom) using the same two samples in the left plot.

densities. To do this, we take each galaxy’s photometric redshift
and error as the mean and standard deviation to generate a Gaus-
sian photometric-redshift probability. We call these catalogs
“Gaussian,” and call “non-Gaussian” the sample based on real
photometric-redshift probability densities (i.e., the “zsimulated”
sample). The completeness correction weight wi is also calcu-
lated for the “Gaussian” sample. The wi is ∼1.07 at mRc

=
22.5, and the averaged wi is ∼1.03. The estimated background
counts are re-computed using the “Gaussian” sample, which are
similar to those estimated using the “non-Gaussian” sample.

The results of this test are illustrated as the dashed curves
in Figure 9. Compared with the Test 1 results of using the
“zsimulated” sample (the solid curves), the “Gaussian” sample
recovers slightly more mock groups of halo mass less than 1.3×
1013 M�, but it fails to recover as many mock groups of halo
mass 1.3–5.0 × 1013 M� as using the “zsimulated” sample. The
“Gaussian” sample has a smaller fraction of false pFoF groups,
but a significantly larger fraction (∼13%) of the pFoF groups
are flagged as “serious projection.” Gaussian photometric-
redshift probability density is the simplest assumption in dealing
with photometric-redshift uncertainties in group finding. The
results of Figure 9 using “Gaussian” and “non-Gaussian”
(“zsimulated”) samples suggest that the asymmetric shape of the
galaxy’s photometric-redshift probability density has a role in
determining group membership.

7.2.7. Test 6: The Uncertainties of Photometric-Redshift Measurement

To explore the performance of the pFoF algorithm as a
function of photometric-redshift measuring uncertainty, we

re-construct the simulated photometric-redshift sample, and
then repeat Tests 1 and 2. We take the same steps as in
Section 7.1 in generating photometric redshifts and probability
densities, but reduce the dispersion between the simulated
photometric redshift and mock galaxy redshift by a factor of
0.5. The probability densities are consequently rescaled by
the same factor. The overall dispersion between the simulated
photometric redshift and actual redshift is ∼0.037 at 0 �
zmock < 0.6 and ∼0.069 at 0.6 � zmock < 0.9. We apply the
same criteria in selecting the sample, and refer to this sample as
“zhalf .”

The test results using “zhalf” are presented in Figure 10 as the
dash-dotted curves. The “zhalf” sample recovers 4% fewer mock
groups of 2–4 × 1013M� halo mass than the “zsimulated” (solid
curve) . However, the “zhalf” sample contains a much smaller
fraction of false pFoF groups—reduced by a factor of ∼3 for
Ngal � 6, and equal to zero for Ngal � 8. Similarly, the fraction
of serious projection is about 2.6%, which is about half the rate
of the “zsimulated” sample. This test shows that the recovery rate
is not a strong function of photometric-redshift uncertainty, but
the false detection and serious projection rates are.

7.2.8. Test 7: The Use of Accurate Redshifts

To examine how photometric-redshift accuracy affects the
pFoF algorithm, we repeat Tests 1 and 2 assigning to each
galaxy its real redshift instead of the photometric one. We call
this sample “z-mimic.” The photometric-redshift probability
densities for galaxies in the “z-mimic” catalogs are created in
the same way as the “zsimulated” sample described in Section 7.1.
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Figure 10. Left: the repeated Test 1 results using the “zsimulated,” “zhalf ,” “z-mimic,” and “zhalf -mimic” samples (see Tests 6 and 7 in Section 7.2). Right: the false
detection rates (top) and fractions of “serious projection” (bottom) using the same four samples in the left plot.

To test how the uncertainty in photometric redshift affects
the pFoF results, we also re-construct the “z-mimic” catalogs
but scale the widths of the probability densities to be half as
large (i.e., by a factor of 0.5), and refer to these as “zhalf-mimic”
catalogs.

The test results using the “z-mimic” and “zhalf-mimic” sam-
ples are presented in Figure 10 as the dotted and dashed curves.
Both the “z-mimic” and “zhalf-mimic” samples have better re-
covery rate (>80% for 7×1012 M�) than the “zsimulated” sample
(>80% for 1.2 × 1013M�). Test 2 results using “z-mimic” and
“zhalf-mimic” samples show that the false detection rates are
∼10% for pFoF groups of Ngal � 8 and Ngal � 5.88, respec-
tively. The “serious projection” fraction is ∼3% on average for
both samples. The performance of the pFoF algorithm strongly
relies on the accuracy of photometric-redshift measurements,
as well as on the photometric-redshift uncertainties of the in-
dividual galaxies (i.e., the width of the photometric-redshift
probability density).

7.3. Effects of Galaxy Colors and Contamination
of False Groups

As shown in Figure 3, the photometric-redshift uncertainties
are larger for blue galaxies (B − Rc < 1.8) than red galaxies
(B − Rc � 1.8) by a factor of ∼1.5 on average. The different
photometric-redshift uncertainties for blue and red galaxies may
result in biases in identifying galaxy groups.

To determine the significance of this effect, we test the pFoF
algorithm using a “blue-improved” sample, in which we arti-
ficially make the simulated photometric-redshift uncertainties
for blue galaxies to be comparable to those of the red galax-
ies. We find that the recovery rate is slightly better than that
using the “zsimulated” sample by 2% for groups of halo mass
less than ∼3.4 × 1013 M�, but the fraction of false groups is
∼15% smaller than the “zsimulated” sample. We note that the
Test 6 results have shown a similar small improvement in the
recovery rate but a significant reduction in false detection rate
when all the photometric-redshift uncertainties become smaller.
Accordingly, we conclude that the larger photometric-redshift
uncertainties in a subset of galaxies do not affect the recov-
ery rate, but increase the false detection rate significantly. This
is because we use photometric-redshift probability densities in
our group-finding method, instead of using a fixed cutoff (based
on some average redshift uncertainty) in photometric-redshift
space in determining group members.

One of the main issues of having different photometric-
redshift uncertainties between red and blue galaxies is in

estimating the true fraction of the galaxy populations. Because
galaxies in groups populate regions of relatively higher number
density compared with the field, more group galaxies are
expected to scatter into the field than in the reverse direction
due to their photometric-redshift uncertainties. Therefore, the
estimated fraction of red (blue) galaxies in a group is expected to
be smaller (larger) than its true value, due to the larger fraction of
red galaxies in richer environments. To explore how significantly
the true fraction is affected, we compute the fraction of red
galaxies in each galaxy group. We define the red galaxies as
galaxies of color redder than halfway of the B − Rc color
difference between “E” and “Sc” galaxies. For each recovered
mock group, the true red galaxy fraction is computed simply
by counting the number of red members to the total. For the
matched pFoF groups in the “zsimulated” and “blue-improved”
samples, we estimate the red galaxy fraction using a Bayesian
inference to consider the background contamination. We find
that the estimated red galaxy fraction in the “zsimulated” and “blue-
improved” samples are comparable to each other. However,
the values are smaller, as expected, than the true values in the
recovered mock groups by ∼13%.

Another concern in using photometric-redshift groups in
scientific analyses is the contamination of false groups. In a real
observational sample, it is difficult to distinguish false groups
from the true groups. To estimate how the contamination of
false groups affects galaxy population analyses, we compute
the red galaxy fraction in each pFoF group of Ngal � 8 for
such richness cutoff. We find that the false groups have smaller
red galaxy fractions compared with the true pFoF groups. The
mean red galaxy fractions are ∼0.75 and ∼0.28 for the true
and false groups, respectively. Therefore, when computing the
averaged red galaxy fractions of all pFoF groups in a sample,
the value of the estimated red galaxy fraction can be biased by
∼0.05 smaller, assuming that ∼10% of the groups may be false
detections.

7.4. Examples of Recovered Groups

Tests 1–7 allow us to conclude that our pFoF group-finding
algorithm is able to identify galaxy groups using photometric-
redshift samples, although the performance of group finding
results depends on the accuracy of photometric-redshift mea-
surements. We summarize our test results using mock samples in
Table 1. In Figure 11–13, we present two typical examples of the
identified mock and pFoF groups obtained using Pratio,crit = 0.37
and D0xy = 0.25 Mpc. In each figure, we show the sky loca-
tions of the mock group members. The members of the pFoF
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Figure 11. The sky map of a rich mock group (z = 0.237, M = 2.0×1014M�)
and the pFoF groups in the same sky region. The solid dots are galaxies in
the “zsimulated” sample. The squares mark the position of each member of the
mock group in the sample. The crosses and triangles indicate the members of
two pFoF groups in this region, selected with Ngal � 10 and zpFoF < zcut. The
mock group is matched by the pFoF group plotted in crosses. Note the other
pFoF group (triangles) is completely separated from the matched one, and is
identified with another mock group at z = 0.126, demonstrating the ability of
the pFoF algorithm to separate groups at different redshifts.

Figure 12. Top: the histogram (0.01 bin size) of simulated photometric
redshift of galaxies in the mock group (open histogram) and members of the
matched pFoF group (hatched histogram). The vertical dotted line indicates the
mock group redshift. Bottom: the individual photometric-redshift probability
distributions of the matched pFoF group members (i.e., the pFoF group galaxies
in crosses in Figure 11 ) are plotted as solid curves, and galaxies which belong to
the pFoF group, but not in this mock group halo (i.e., galaxies in the pFoF group
which are projected back/foreground galaxies) are plotted in dashed curves. The
group redshift distribution of this matched pFoF group is plotted as the dotted
curve, zpFoF = 0.217 ± 0.009.

group which matches the mock group galaxies are marked by
the crosses within a square. The simulated photometric-redshift
distribution of members in the mock group and the individual
photometric-redshift probability densities of the matched pFoF
group members are presented in Figures 12 and 13.

Both of these figures show that the estimated pFoF group
redshift probability density (the dotted curve) has a smaller
width than the individual members. In fact the photometric-
redshift uncertainty of individual galaxies is σemp ∼ 0.070,
while the average estimated pFoF group redshift zgrp uncertainty
is ∆zgrp ∼ 0.017. This ∆zgrp is the width of a pFoF group
redshift probability density, and depends on the number of

Figure 13. Same as Figures 11 and 12 but for a poorer mock group at z = 0.327
and of 1.9 × 1013M�. The matched pFoF group has a richness of Ngal = 5.30
at zpFoF = 0.303 ± 0.018.

linked galaxies. However, there is an offset between the actual
and the estimated group redshifts. In our “zsimulate” sample, we
find that these two sets of redshift do not follow a correlation
of unity slope. This effect is likely related to the systematics
in the photometric-redshift estimation for individual galaxies.
Without taking such systematic offsets into consideration, the
rms of the pFoF group redshifts compared with the true ones is
∼0.044. The rms is reduced to ∼0.020 after correcting for such
systematic offsets, and is in agreement with the estimated pFoF
group redshift uncertainties ∆zgrp. Therefore, this rms dispersion
can be considered as the internal uncertainty of the redshift
estimation, which is directly comparable to ∆zgrp.

8. TESTING pFoF ALGORITHM ON CNOC2 GROUPS

8.1. The Group Samples

The CNOC2 group catalog was generated using a FoF
algorithm with rmax

p = 0.25 h−1 Mpc and rmax
z = 5 h−1 Mpc as

the linking parameters in the transverse and radial direction in
a spectroscopic-redshift sample (Carlberg et al. 2001). A total
of 192 groups in an area of 1.5 deg2 were identified at a median
redshift of 0.33. The average number of galaxies identified
in each group is N ∼ 4. The richness of CNOC2 groups is
computed as ηCNOC2 = ∑N

i (wm,iwz,i) where wm,i and wz,i

are the weights based on the magnitude and redshift selection
functions (Yee et al. 2000). As a result, the group richness
is ∼1.74 times greater than the identified group members,
i.e., the true average group richness is ∼7. The four CNOC2
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Figure 14. Left: the recovery rate of pFoF as a function of CNOC2 group richness ηCNOC2. Right: the fraction of matched reference pFoF groups to the total as a
function of group richness Ngrp.

patches coincide with the RCS1 observations (Hsieh et al.
2005), but do not have complete overlap. We apply the sample
selection and the pFoF algorithm with Pratio,crit = 0.37 and
D0xy = 0.25 Mpc to the RCS catalogs overlapping with the
CNOC2 patches. Due to the incomplete coverages in the RCS,
we have 109 of the published CNOC2 groups in our sample.
We set a redshift cut as 0.19 � z < 0.41, since the redshift
distribution of the CNOC2 groups becomes incomplete beyond
z ∼ 0.4 (Carlberg et al. 2001).

8.2. The Group-Finding Results

We first check the pFoF performance on CNOC2 groups and
subsequently we use pFoF groups to establish the completeness
of the CNOC2 group sample.

(1) Test I. The fraction of recovered CNOC2 groups
To establish if a pFoF group recovers a CNOC2 group, we

measure the separation between the CNOC2 and pFoF group
centers. The reference CNOC2 groups are selected with the
criterion ηCNOC2/N < 2.5 to remove highly incomplete groups.
With this, we have 65 reference CNOC2 groups. We define that
a matched pFoF group must have its center within 0.25 Mpc (the
linking length used in Carlberg et al. 2001) to a CNOC2 group
center, and satisfy Ngal � 3. Figure 14 shows the recovery rate
as a function of CNOC2 group richness ηCNOC2. The recovery
rate is ∼80% for the richness cutoff of ηCNOC2 � 5.

(2) Test II. The completeness of CNOC2 groups
To examine the completeness of CNOC2 groups, the refer-

ence pFoF groups are selected as Ngal � 3 and Ngz � 5 in
the same redshift range as the CNOC2 groups. We have 231
pFoF groups satisfying these conditions. Also in this case we
impose a maximum separation of 0.25 Mpc between the pFoF
and CNOC2 group centers. For the purpose of estimating the
sampling rate of the CNOC2 groups, we plot in Figure 14 the
ratio of matched reference pFoF groups to the total as a func-
tion of group richness Ngal. Figure 14 shows that ∼50% pFoF
groups with Ngal < 20 are matched with the CNOC2 groups.
If we take the fraction of false pFoF groups to be ∼10% based
on the results of Test 2 in Section 7.2, the result indicates that
the completeness rate of the CNOC2 groups is ∼56% for poor
groups, which is similar to what was estimated (roughly 50%)
in Carlberg et al. (2001).

9. SUMMARY

We have presented a new group-finding algorithm, pFoF, for
identifying galaxy groups using photometric-redshift catalogs.

We have tested our pFoF algorithm on both mock catalogs and
the CNOC2 groups. We summarize the most relevant results
below.

Using the sample in which the simulated photometric red-
shifts resemble the real data, the comparisons between the
pFoF and mock groups show that our algorithm produces rea-
sonable results: (1) more than 80% of the mock groups with
1.2 × 1013 M� halo mass are recovered, (2) the fraction of
false groups is 10% for the groups of Ngal � 7.91, and (3)
∼5% of pFoF groups are flagged as “serious projection” for
which the pFoF group members are contributed by multiple
mock groups. We find that the pFoF results strongly depend
on the sample depth. The samples should be sufficiently deep
(∼M∗

Rc
+ 1.5) into the luminosity function for reliable group

finding results. The use of samples with accurate redshift mea-
surements reveals that the false detection rate depends strongly
on the photometric-redshift measurement accuracy. Application
of the pFoF algorithm to the RCS–CNOC2 patches shows good
agreement for the CNOC2 groups with 0.19 � z < 0.41.

The basic working principle of our pFoF algorithm is to
improve the group redshift by joining new members. The
average uncertainty in the estimated pFoF group redshift in
our mock group tests is ∼0.017, compared with the average
uncertainty of 0.070 for the photometric redshifts of individual
galaxies. While such group redshift uncertainty is still very large
compared with groups spectroscopically identified, our results
show that our pFoF algorithm reduces the photometric-redshift
uncertainties significantly.

With our test results, we have demonstrated that our group-
finding algorithm is able to identify galaxy groups with the
capability of dealing with photometric-redshift uncertainties.
The purpose of this paper is to provide a method for searching
galaxy groups (and clusters) in photometric-redshift data sets as
the first in a series of papers. We will apply this pFoF algorithm
to the CNOC1 and RCS data sets. These data sets will provide
us with a large sample of galaxy groups at 0.2 � z < 0.6,
and enable us to study environmental dependence of galaxy
properties and their evolution.
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